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Abstract

News in the internet-era has become more abundant but also increasingly unreliable.
The motivation of this project is to automatically detect the quality of news that is
produced in the millions every day. We apply several deep learning methods for
binary classification - quality or commodity - of a given news article. We compare
performance of feedforward CBOW and LSTM-RNN-feedforward mixture models
and introduce a new LM classifier set-up. By using POS tags to mask out non-stop
words, our approach focuses on writing quality and stylistics as to not bias our
classification by topics and themes of providers. We find that deep learning models
perform well for this task e.g. we get 94% prediction accuracy by using a simple
CBOW feedforward neural network.

1 Introduction

While the abundance of news on the internet has increased the accessibility of news content, the
ease of online media has also opened the floodgates for low quality sources of information including,
what we have infamously coined ’fake news.” The direct business implication of this phenomenon
is the correct matching of advertising. The current news ecosystem does a poor job of matching
quality advertising with quality news articles, resulting in featuring outrageous advertisements on
highly reputed sources such as the NYT. Our project aims to automatically detect the quality of news
articles purely based on the quality of writing uninfluenced by topics. In other words, it is akin to
an authorship attribution task where we define the author to be not just one person but entities of
"quality" or "commodity" writers.

The input for our model is the processed text from news and from a wide distribution of news
providers. Instead of training and testing on the raw text, we masked out topical words with their
corresponding POS-tags so as to control for the topical bias (Section 3). On this input, we predict a
simple binary output, y € {1 : high,0 : low} of quality of the given article. Where high indicates
value-added news (high-quality) and low indicates commodity news (low-quality). We apply and
compare the performance of several methods — a centroid classification baseline, a feedfoward CBOW
model, a LSTM-feedforward mixed model, and an experimental LM classification and scoring model.
We find that deep learning models all perform with near 90% even with few epochs of training. This
suggests also that the difference in style of writing between high and low quality sources of news is
significant enough for machines to detect.

2 Related work

Our work builds on literature on the latest improvements in NN-based Sequence Models [5, 6, 7, 8, 13].
Automated essay scoring is a very well researched task which is related to the problem at hand.
Traditionally, this task is solved by using many engineered features along with feature based classifiers
[2, 3, 10]. There are recent works which use NN-based sequence models for essay scoring [1, 12].
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