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Partially Observable Markov Decision Process
(POMDP) is a model for sequential decision
making problems under state and transition
uncertainties. QMDP is a traditional algorithm
for solving simple POMDPs. The QMDP-net [1]
is a neural network that embeds the QMDP [2]
algorithm in its network architecture. It
combines the advantages of model-free
learning and model-based solution structure.
Based on the work of [1], we generalize the
QMDP-net structure to continuous state space
problems and train it with reinforcement
learning method.

Training and Testing Environment

Openai Gym [3] provides a rich pool of
environments for reinforcement learning. One of
the most famous types is the Atari games. Atari
games are a series of simple 2D video games
developed by Atari, Inc. As a RL environment,
its state is fully described by a ram of 128 bits.
Although it is a discrete state space, the total
state number is so large (21128) that we could
almost treat it as a continuous state space
environment. To add the partial observability,
we add a random mask to the ram such that
certain number of random bits are set to 0 and
use it as the observation to the RL agent. For
the same reason, we could treat the
observation space as continuous. The action
space for Atari games is discrete. We test our
network structure on 3 interesting Atari games
(carnival, space invaders, and star gunner) for
their rewards are relatively dense.
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QMDP-net Architecture ]

The QMDP can be
decomposed as a belief
filter and a planner
which are replaced by
neural network layers in

a3
avop
planner
[anasian
fiter
bs

eyein] QMDP-net. The  belief
by by fer | by state works as the
hidden state in a

agy, 0y a3,0; ay,09 recurrent network.
[ Bayesian Filter Module ]

QMDP uses Bayesian filter to update
the belief state. In QMDP-net, this
procedure is mimicked by a
convolutional network. We replace the
convolution layer by a fully-connected
layer to generalize the original 2D state
representation to 1D abstract states.
Although the state and observation
representation is discrete in the
network, but with soft-indexing, the
network is able to work on continuous
state and observation spaces.

QMDP Planner Module ]

Training Algorithm

The QMDP-net use a loop
of sum and max pool
operations to mimic the
value iteration loop in
QMDP. We make the initial
value and reward () as
trainable variables to
improve the efficiency and
performance.

We use Vanilla Policy Gradient [4] to train the network which is an on-policy
optimization method with the objective function:
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Three different network structures are compared. The baseline is the
GRU-net. The second one is the QMDP-net with random constant b0
(initial  belief states), vO (initial values), and © (environment
parameters) and performing value iteration for k = 30 times at each
forward propagation. The third one is the QMDP-net using trainable
b0, vO, and 6 and k = 3. Making b0, vO, and 6 trainable allows the
network to accumulate model knowledge. Thus even with a smaller k,
which means faster forward and backward propagation, the network
could actually perform better.

Discussion and Future Work

QMDP-net generally outperforms the baseline.

e QMDP-net is generalizable to various environment.

Trying state-of-the-art policy optimization methods like Proximal
Policy Optimization, and Asynchronous Advantage Actor-Critic for
further improve the performance.

e Using Fast Informed Bound instead of QMDP to estimate the state
value which gives a tighter upper bound of approximation
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