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0 Abstract

A significant problem in computational biology is predicting the binding affinity of proteins to
sequences of DNA. Here, I attempt to employ a convolutional neural net to predict binding affinity,
starting with a protein structure and a DNA sequence. This architecture requires one example of the
protein in question in a crystal structure bound to any sequence of DNA. Although the immediate
results of the model do not adequately utilize structural information in making predictions, more
atomistic features of the protein and DNA are implied to be sufficient in improving the model.

1 Introduction

Transcription factor binding to DNA effects many cellular phenotypes and diseases, including simple
Mendelian diseases and more complex diseases such as cancer. Transcription factors yield these
cellular changes by binding directly to DNA and encouraging or repressing a gene’s transcription.
Understanding how transcription factors bind to DNA can yield a better understanding of disease, and
targeted drug design to affect transcription

I propose a neural net to learn how to predict whether a protein will bind to a DNA sequence or not.
The input consists of a protein structure and a DNA sequence. The protein structure is a large grid of
features denoting its pattern of amino acid residues when bound do DNA. The DNA input consists of a
sequence—one-hot encoded—and certain features denoting its sequence-dependent shape. The output
is a binary decision of whether or not the protein will bind to the sequence.

An overarching motivation of such a neural net architecture is to be able to easily change a single
residue or a single base, and understand how binding affinity will change. Additionally, we would be
able to scan the genome for binding motifs based on a structure. For example, we could understand
how mutations in transcription factors change binding sites across the genome.

2 Related work

Since the problem of protein-DNA binding affinity is a very important one, much past work has been
done to explore how proteins bind to DNA. This research, however, has focused largely on only small
parts of the problem, such as identifying what proteins are DNA binding to begin with (Stawiski et. al.,
2003), which residues are DNA-binding (Gao and Skolnick, 2008), and which transcription factors
bind preferentially or promiscuously (Corona and Guo, 2016). Other work has focused on deriving
statistical or integrated potentials of protein-DNA interaction using a small set of solved structures
(AlQuraishi and McAdams, 2011; Liu, et. al., 2005; Farrel, et. al., 2016).

Other research on the DNA side has solely examined single proteins at a time, including some deep
learning methods to learn which sequences are DNA-binding, but treating the protein as a category
rather than a physical entity with features (Quang and Xie, 2016).



Instead of focusing on small pieces or on deriving a potential, we attack the general problem: given a
protein structure and a DNA sequence, decide whether or not it will bind. We require a known structure
of the protein bound to any sequence, and we hope to learn whether it will bind to any new sequence.
While a potential may answer this question as well, potentials are limited in the assumptions that they
make. The potentials derived above make assumptions on its constituents and form. For example, many
of the above innovations included terms for pi-pi stacking and hydrogen bonds, and most assume
microscopic interactions are pairwise additive.

A neural net is more expressive of other types of interactions; it can express more ways of composing
microscopic interactions, and may even be capable of finding new uncharacterized interactions.

3 Dataset and Features

PDB (Berman, 2000) contains a large repository of protein structures, including some that are bound to
some DNA sequence. There are roughly 4000 such protein-DNA structures, many which are redundant.
A key insight on applying machine learning to this problem is that these data points can be greatly
augmented by incorporating ChIP-seq data. Many of these proteins in the database are transcription
factors of human value, and so there is knowledge of all locations in the genome which these
transcription factors bind.

Out of PDB, there are 145 unique (nonredundant) proteins with available ChIP-seq data. Using the
most recent ChIP-seq peaks from ChIP Atlas (Oki & Ohta, 2018), only the peaks of highest confidence
(q < 10) were selected. These peaks were then subjected to motif enrichment using HOMER (Heinz,
et. al., 2010), which found the most confident motifs (p < 10°) of length 12. Any ambiguous bases
were filled in to expand to all possible sequences.

To identify non-binding sites, sequences of length 12 just adjacent to ChIP-seq peaks were found.
These sequences are likely to be in the exact same cellular conditions as the peak itself (e.g. open
chromatin), but the protein did not bind to this section of DNA. It is assumed that this is due to a lack
of binding affinity rather than sterics.

In total, this yielded 60,000 sequences spanning 145 proteins, with balanced classes.

We treat a protein bound to DNA as a tunnel of residues surrounding a line in space. We break up this
tunnel into 80 longitudinal sections of 1 angstrom, and 12 circumferential sections of 30 degree
increments. Each tunnel encompasses a 20 base pair sequence of DNA. These cutoffs were selected
based on histograms of how many bases are actually covered by residues.




Each entry in the tunnel consists of a vector describing the closest residue to the central DNA axis, if
any. This vector consists of locational properties (i.e. distance, and two angles to partially describe
orientation in space), physical properties (e.g. charge, hydrophobicity, hydrogen bond donors, etc.), and
identity properties (i.e. is it a glycine, is it a proline, is it a cysteine).

Note that although the example image above is simple, this process of extracting protein features is
much more complex, because the DNA strand underneath is not straight, and so the cylinder curves
around with the central core.

This protein tunnel is unrolled, and the last two columns (longitudinal slices) are replicated so that a
convolutional filter may receive every portion of the cylinder equally.
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The DNA sequence (of length 12) is one-hot encoded and zero-padded to length 20. DNAshapeR
(Zhou, et. al., 2013) was used to infer the minor groove width, propeller twist, helical twist, and roll of
the DNA strand from the sequence.

4 Methods

The protein and DNA input are fed into convolutional layers separately as follows:
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The results of each convolution are then flattened and concatenated, then fed into 4 fully-connected
layers of 20, 20, 10, and 1 hidden unit(s).

Because the orientation and relative position of the DNA is critical for these spatial relationships, it is
important for the network to know the correct directionality and the correct sliding window to position
the DNA. To solve this problem, we simply input all 18 possible locations and reversals for a 12-base
DNA strand in 20 spaces, and only output (and thus perform backpropagation) on the maximum score.

The model is trained using TensorFlow (Abadi, et. al., 2016) with binary cross-entropy loss, using an
Adam optimizer with an initial learning rate of 0.005 and batch sizes of 64. Hyperparameter tuning
suggests this optimal learning rate, and a relatively inconsequential selection of optimizer and batch
size.

5 Results and Discussion

After training for 30 epochs on the training set, the following cost and accuracy patterns are as shown:
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Since the positive and negative classes are balanced, a validation accuracy of almost 70% without
regularization or dropout can seem promising. However, the same results are obtained when the protein
features are all set to O:
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Additionally, the same pattern occurs when the experiment is repeated with only the canonical DNA
sequences found in the crystal structures. That is, without the ChIP-seq data at all.

This suggests that structure is consistently being ignored. That is, the model is not learning how
residues interact with DNA bases, but how different DNA sequences (and perhaps different DNA
shapes) tend to be binding. This is an interesting result in itself, because it shows that there is some
signal in the pattern of DNA sequences that tend to bind or not bind to proteins in general.
Unfortunately, however, it is not the goal of this initiative.

Additionally, the same pattern of structure being ignored is present even when the dataset is subset only
to the canonical sequences in the crystal structures. This removes any dependency on the quality of
ChIP-seq peaks and motif enrichment. Since structure remains to be unhelpful to performance in this
case, it intimates that the structural features are simply insufficient.

As previous work has demonstrated, structural features from an atomistic view are sufficient to derive
statistical and integrated potentials that are reflective of binding affinity. Thus, such features must also
exist that would allow structure to be helpful in this current classification task.

6 Conclusions and Future Work

The work here represents an attempt to solve a rather challenging, but significant problem. Predicting
the binding affinity of proteins to DNA sequences is an impactful problem, and previous attempts using
statistical and integrated potentials show it is possible. In order to fix this current attempt using deep
learning, different structural features must be used.

Future work will focus on identifying these features needed to propagate binding signal through the
network. A balance must be struck on the specificity of the features to the underlying physics, and the
ability to model in new sequences and residues. Features that sit closer to an atomistic view also sit
closer to models that are known to perform decently, but render the model difficult or impossible to
include new sequences or proteins for which there are no crystal structures. Ideally, a middle-ground
can be found, which brings the physical signal through the network, but remains general enough to
allow for relative ease in modeling new sequences and proteins.

7 Contributions

All of the work presented here was completed by Alex Tseng, although a lot of thought and advice
arises from Joe Paggi, Ron Dror, and David Eng.
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