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PREDICTING

We wanted to create a pipeline that automates the repetitive, tedious
process of writing up math equations into LaTeX. Our project
implements the first stage of this task: character segmentation and
classification using a CNN we implemented in Keras. We feed in an image
of a handwritten equation and output the characters present along
with their corresponding bounding box information, which we plan to
later use in constructing the equivalent LaTeX expression.

MODEL RESULTS

Initially, we tried to implement YOLO for this task. However, that was a bad ) Loss around 0.31 after 40k steps
idea. We then switched to implementing a character segmentation class and YOLOv2-Tiny Inaccurate predictions and low confidence
building our own CNN.

Batch size: 64, Epochs: 100, Learning Rate: 0.001

Custom CNN Loss: 0.0043,Train Accuracy: 0.99, Test Accuracy: 0.99
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FUTURE

We plan on continuing this project over the
coming months to complete the pipeline by
building an RNN that can take the structured
data we obtain from our segmentation/
classification step and output the
corresponding LaTeX expression.




