Brian Rossi (brossi@stanford.edu); Mitchell Pleus (apleu anford.edu) Univers ity

Stanford University

Overview Best Model Architecture

The problem we investigated for this project is what makes a song 102x159x 3
popular? More specifically, can we discern from a raw audio signal 5077 x 32 ‘ Deep, 6 Convolutional Layer CNN with ‘
and its underlying characteristics whether or not a song will be S RGB Spectrogram Inputs
popular? Based on prior research in genre classification s, our ' —
strategy was to preprocess audio files by converting them into HX4zx128
spectrogram images, and use a deep CNN as a multi-class classifier SrlinE8
to predict the audio files” popularity via their associated —
spectrogram images. We used Google Cloud Engine to house our 3x6x512
data, preprocess, and train our model remotely. 1.X1.% 1024
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mp3 files and associated
popularity metadata.
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Our strategy was to preprocess We ran 4 different models for 100 epochs and tuned
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gudio files by convertingclips Hyperp: eters for Best Model hyperparameters for each model individually. We split our 8,000
:;:’C::Sg?a?:? n%; Z};cz)lf our Learning Rate Batch Size Dropout Rate example dataset into 80% train, 10% validation, and 10% test.
deep CNN. S5e4 16 0.4
Discussion and Future Work
#Pl(?pt‘ﬂa“.ty t\}:,as refrgs«:nted as Accuracies From this project, we see that it is very difficult to predict the
. 3 : 1stens 1n the metadata. 2 8 % 2
Ay Setting reasonable thresholds, Architecture Training | Validation Test posul?rlw ofa ;prlllg. fror}rll the rawlaudlo s?nlal. We battl;d agamst
RGB spectrogram we converted this into three underfitting, whic L is why in our ater models we move to deeper
~— Jarity bucket 2-Conv Layer networks and transitioned from mono input to RGB input.
opularity buckets. ° ° o
— pop! NN (mon) 44% 41% 42% 4 . . - .
Class L (% of ) In future work, it would be interesting to see if incorporating more
4'1(:};’\["" Layer 46% 51% 51% metadata (e.g. artist popularity, genre, etc.) would increase the
High popularity (36.5%) CNN (mono) accuracy in predicting music popularity.
4-Conv Layer
Medium popularity (46.7%) CNN (RGB) 53% 55% 53% Spectrograms can theoretically glean harmonic and rhythmic
Low popularity: (16.8%) 6-Conv L information, but more in depth analysis of different musical
popularity: {16- (-ZN(I)\;“(]R(;)EI}? 59% 63% 61% touchstones and characteristics could supplement future popularity

predictors (e.g. NLP analysis of lyrics).
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