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The dataset consists of 47,933 total videos of 249 distinct
gestures, performed by 21 actors in varying conditions.

Each action is recorded in 240 x 360 RGB and Kinect grayscale
RGB-D videos, as depicted above. Each video lasts between
5-15 seconds, and they are downsampled at 10 fps. ~ian 4 6140 20
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