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< Detect dark matter particle candidates . .

Detectors are semiconductor crystals
instrumented with sensors
Extract positional information reliably
from the sensor data
Improve background rejection using

+ Supervised Learning

 Fully connected neural network

« #layers, #hidden units as
hyperparameters

* Modified MSE cost:
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