Deep Learning Approach to Automatically Extract Gene-Phenotype
Relationships from Unstructured Literature Data
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Motivation

Approximately 7 million births each year are
affected by Mendelian diseases which are
caused by one gene. To identify one gene
responsible, doctors have to read thousands of
papers describing phenotypic (symptoms and
signs) abnormalities caused by each gene.
Diagnosis is sped up if these relationships are
in a structured format. Here, we use deep
learning and NLP methods to extract gene-
phenotype relationships from literature to help
diagnosis of patients with Mendelian di
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and compare our result to AMELIE [1], a non
deep learning based automatic gene phenotype
extractor.
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Data Description

In this project, we extract gene phenotype relationships from
262,773 Mendelian disease related papers from Pubmed.
These papers are identical to the set classified as relevant
papers in AMELIE [1]. We train our network on 345,851
abstracts that are not part of the extraction set. Most of these
abstracts are not Mendelian disease related but do contain
phenotype and gene mentions. Phenotype descriptions are
anchored on 13,559 Human Phenotype Ontology (HPO) terms.
HPO terms have a DAG structure with parent-child
relationships between related terms. This limited set helps us
identify exactly which strings are phenotype mentions. Patient
phenotypes are also annotated in HPO terms. Finally, there are
39,495 human genes we are interested in extracting from
papers with synonyms and labeled with Ensembl identifiers.
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Phrank [4] is a gene prioritization tool that ranks
genes with rare variants by their phenotypic
Phenotype terms are organized in a hierarchical
DAG and Phrank takes advantage of this
structure to meaningfully compare similar terms.
To measure our extraction’s performance, we run
Phrank on comparable structured gene
phenotype relationships: HPOA and AMELIE [1]
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