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Deep Learning Methods Visualization of Layers

* Everyday, logistics companies like UPS and FedEx lose millions . ) .
of dollars as a result of damaged packages + Five neural network architectures were trained and
tested on the data

Baseline model visualization shows no specific region activations
* As packages flow through distribution centers with miles of

conveyor belts, they are at risk of becoming crushed, +  Loss Function: - -iv“"“ﬁ" D+ 0= el — hatra))

breached with holes, or opened +  Employed visualization on baseline models to gain
* These packages might contain vital medicines or hazardous insight on activations of the layers

materials Baseline 20 Convolution and Pooling Layers Fiiezng

* Currently the system is monitored manually increasing the
possibility for errors and limits scope
* Humans make mistakes, can’t see everywhere and everything

* We propose: Hyperparameters
« Build a neural network classification system that can detect exploredinclude:
whether a package is damaged Epochs Channel 32 of first actwation layer
* Connect camera to neural network (future work) Leaming Rate ) X i "
* Place cameras strategically throughout the system (future work) Dropout Baseline model visualization with augmentation and dropout
* Conveyor system comprised of many Augmentation _
miles of conveyor belts Trcnsf_er _
* Packages can become damaged at Leaming i - L
any point
* Place cameras connected to neural 4
network to detect damaged o
packages
.75 miles
Dataset d P proceSSIng —
+ Baseline images: 128x128 RGB images of parcel boxes.
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Conclusio

Data set collected from various sources, including
google search and photos from UPS distribution facility

2000 RGB normalized training images Results & Discussion Conclusions
200 RGB normalized validation images 3 e : « Models perform well and training and validation but not
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* 200 RGB normalized test images = é + Models showed high variance between validation and test
' s T O O [ N O N i data
Examples of damaged packagin e e = = =
P ged packaging ——a C e R ) (2 Lo i 2 e g « Dropout seemed to help prevent overfitting
- » Need more data and better preprocessing
‘0: R N (5 « There is much room for improvement of performance of
< A} 5_.__ E I models on the type of data that was tested. This was
. = 1L Most models expected.
Baseline model with Augmentation and Dropout Pe'fo_'med well on « Using bounding boxes around specific regions of damage
e, o S - I training and might help with activations.
. i validation but not
Examples of un-damaged packaging ¥ ) so well on test
= data Future Work
b, - VGG16 performed « More preprocessing of images by putting bounding boxes
better than other around zones of damage and labeling them.
models + Collect much more data.
i + Models had high « Explore applications to other practical areas such as food
ResNet50 bias v
L O quality.
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