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Features

We used all three of the pixel channels as

Results

Future

Our model attempts to determine the string Modol | Alphabet | String | Training racy Device The next step would be to train our model on a bigger
encoded in a captcha. We liked this idea because features. We considered averaging the channels e i A server and allow more time for the model to fit our data.
it highlights the strength of deep learning. but decided that color differentiation was = ! = ! = We could also data from other captcha generators.
Captcha images are intentionally designed to important in reading the captchas in some case. g ! fm [ ! = Also we could program an end to end application to use
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Data Model iscussion \ References
Our data comes from a python api used to create In our early stages we experimented with fully
captchas. Therefore we can generate more connected models using relu activation and The pixel bug

data as we need it. The generator takes a string
and image size as input so we can experiment
with different lengths, alphabets, and image size.

a sigmoid output layer. in order to examine
the effects of data generation in training. We
found it was best to keep are large amount of
data stored to avoid having to generate during
every iteration but then to create more data if

desired during the training process.

Model [ Description Langusge
1| ourFirst Mo - Linoa Regression Modelfor Gnaractr Recagniton Tonsorrlow
2 o sz Tonsorrlow
3| 2Layer oNN sigmaid aaded as st layer Keras
4| Vas16rorancd and sigmois addod as st ayer Kerse
5| V010 rotminod and sgmod addod as as layor Keras
6| RosNets0roraned andsgmoid addod as st ayer Keras
7| incopton Va aainedt and sigmic added a st ayer Keras
8 | Xooption rerined and sgmoid added as st ayer Kerss

Generating data

More images vs faster models
Flexibility of TF vs Keras
Allin one web extension

Inherent difficulty
Human error solving captchas
Image overlap
Complex models vs Simple solutions
Lack of Computing Power as motivation
Collabratory
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