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Introduction

We implement a simple untrained neural network based image model as
recently described by [1] that can represent and generate natural images well.
Image models allow for representing images with fewer parameters, which enable
them to solve a variety of inverse problems in imaging like denoising, inpainting
and super-resolution.

Deep Decoder, [1], is a deterministic function G that maps a set of parameters
C to an image, x:

x=G(C),

where the number of weight parameters is much smaller than the number of
free parameters in image x. This highly under-parameterized network is effectively
a method for image dimensionality reduction, which compresses the image into a
concise set of network weights. This under-parameterization provides a barrier to
overfitting to noise in images, giving it state-of-the-art denoising performance.

In this project, we conducted a number of experiments with Deep Decoder to
establish the best hyperparameters. We further evaluated its performance on a
recently published real-world noise image denoising benchmark dataset. Finally,
we investigated the use of different cost functions which are recently shown to be
optimal for image restoration tasks.

Model Architecture
Our deep decoder, in contrast with other neural network models:
a. Is under-parameterized (doesn't overfit to noise),
b. has simple non-convolutional architecture (easy to study),
c. does not require pre-training of weight parameters

Outputs of the (i+1)th hidden layer are linear combinations of ith layer, Upsampled and
passed through a non-linear activation.

B, 41 = en(relu(U;B;C;))

Denoising Benchmark Dataset
The original paper only showed the results on synthetic gaussian noise
We thus investigated network’s performance on real-world noisy images.
The benchmark database contains low-ISO and high-ISO (grainy) images.
After 10k iterations of updating parameters, the network generates the output
o With measurable noise reduction and
o Subjective visual proximity to the benchmark “clean” images
using the best hyperparameter configuration found in the prior search.
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Input: to the network, also found to be optimal after hyperparameters search, is a small
uniformly sampled random noise, with regularization noise added b/w each iteration.

Related Work

Update: The network uses Adam Optimization and updates its parameters at each

Deep neural networks have been outperforming traditional methods for image
restoration. However, they typically:
a. Have deep Convolutional architectures
b. Are over-parameterized and

iteration using an L2 loss between its output and the target noisy image.

Hyperparameter search
Our randomized hyperparameter search determined the optimal denoising network.
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Loss Functions

c. Need pre-training on Large Datasets 1. It searched along 5 axes, trying 100 potential combinations for 1000 iterations each. Wetried |, 12: SSIM; and MS:SSIM  loss functionsias well as Mix* (inear comb:
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with a 2x linear upsampling between each layer.

Hyperparameter Value in best-scoring denoiser
r V| Number of channels in convolutions 196

Number of convolutional layers 4

Input regularization noise 1.7502e-7

Activation function of conv layers LeakyReLU(negative_slope=0.1)

Evaluation Metric

We investigated several commonly used image quality evaluation metric to
establish the accuracy of our network. These metric determine how much does
the network output (restored image) differ from the target clean image. These
included:

1. PSNR (Peak Signal-To-Noise Ratio), derived from MSE (mean-squared
error) or L2 loss. Maximized by minimizing the MSE loss.
L1 loss.
SSIM (Structural SIMiliarity) between the goal and denoised images.
Computed as the average over sliding windows on each image.. (x and y
are windows on the goal and denoised images resp., u and c are mean
and covariance, & c, and c, are constants to account for the image type)
4. MS-SSIM (Multi-scale SSIM) similar to SSIM.

Random fixed input or downsampled image? | random

Future Work
Image Deblurring

Movie Subtitle Inpainting Spectrogram Denoising

Fine Structure Preservation
In experiments with artificial gaussian white noise, deep decoder preserves fine
structure even in images which are already noise-like, like the ocean in the image..
This experiment used sigmoid as the activation function and MSE as the loss.
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