ABSTRACT

In this project we explored LSTM
neural network for the fine-grained
sentiment  analysis of restaurant
customer reviews in Chinese language.
For this aspect-level multi-class
classification task, we trained one

model separately for each of the
elements under each model
architecture.
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FEATURE EXTRACTION

We tried three approaches for word
representation:

A: Train a Word2Vec using the original
training, validation, and test datasets.
Embedding size: 300

Vocabulary: 6573

B: Use a pretrained Word2Vec model
provided by Tencent AI Lab.
Embedding size: 200
Vocabulary: 8,824,330

C: Slice out the vectors
of the words in the
training, validation
and test datasets
from the big
Tencent

embedding matrix R
for quick training \,

Embedding size: 200
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‘ RESULTS AND DISCUSSIONS

DATASET

We used the datasets provided by Al challenger official. The training and
validation datasets are manually labelled. The four classes are: positive
(1), neutral (0), negative (-1), not mentioned (-2). Training (105,000),
validation (7500), and test (7498) sets have same class distributions.

Here we just list the 6 categories for the all 20 elements:

1. Location 2. Service 3. Price 4. Environment 5. Dish 6. Others
Within “Others”, the 2 elements are “overall experience” and “willing to
consume again”.
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LSTM FOR CLASSIFICATION

Vocabulary: 7068
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We constructed a two-layer LSTM
(Long Short-Term Memory) neural
network. This model takes the 105,000
outputs of size (1, 400) from feature
extraction step as the input. The
embedding matrix takes weights from £
the feature extraction step, and is not
trainable. Apart from hyperparameters
shown in the graph, we also modified class weights according to class
distributions in each element. We used categorical cross entropy as the
loss function: G AL
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Dense.
Activation: softmax

Embedding Layer (6573 * 300):
Trainable = Fase

For 7 elements with relatively low performance from the structure above,
we update the following hyperparameters:

= Number of hidden units in LSTM layer: 256
= Dropout: 0.2

= Batch size: 32 or 64

The training process is slow, and is

still on going...but the validation

loss and accuracies are clearly

improved.
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Here is an example of prediction:

C—EENRERE SR ERE.EARRTRTERRTEN BERE
AMEER RBEBHEL WS TFRBERAGT ks hRTH BRE
R ATRFZAR FFARS RLf FRERIFNR BiEe
AT IR ENOKARIRE MR RN TSz B. TR E
= BREHR ANEN S WEFBERES B2 RS B3R
5/ MRRERERANIFFIRE TRHEELR BRIARRITRE
BREZZISHT ANENE NEESEEMN"

Keywords: good environment, good service, quiet, tasty, large portion, next
time must try again, discount, will come often

Predictions:

Positive: waiter’s attitude , discount , noise , portion , taste , overall experience,
willing to consume again

All the others are “not mentioned”.

Possible problems with the models:
+ Label qualities;

+ Data imbalance;
+ Embedding matrix size;
+ Input length,

Test Statistics for Top 3 Topics in Latent Dirichlet Allocation (LDA)

Dish Recomm. Wait Time Traffic Convenience

Models FI(w) | Acc | FI(w) | Acc | Fl(w) | Acc
LSTM (mini tencent)| 0.4264 | 0.5139 | 0.8004 | 0.8698 | 0.8698 | 0.9120
LSTM (w2v) 0.6524 | 0.6068 | 0.8776 | 0.8608 | 0.8389 | 0.8276
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FUTURE WORKS

1. Data augmentation;
2. Improve the quality of language representation models;
Implement contextual representation, e.g. BERT;

3. Apply Attention mechanism for extracting key information)
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