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MOTIVATION ARCHITECTURE RESULTS

Vision is the most important sensory stimulus. 3.4 million
people in the US and 285 million worldwide are deprived
of this gift.
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« Dealing with simple day-to-day tasks becomes an ordeal
for these individuals and they are also plagued with safety i
concerns. =
« Powered by Deep Learning, our system takes in an i<} 4»)
image of a scene and generates a rich, semantic -
description in the form of speech, to give the visually g
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impaired a sense of their surroundings. . @
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MoCEL DISCUSSION FUTURE SCOPE

/ hm:":e:""’““"d““'i"“"" e j::“:“‘”"“”“"“"‘“ \ o o « This model can be ported to a mobile platform as an
RSB it e meE e » The model seems to reflect the bias in the training dataset. For example, application for generating auditory descriptions for the
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