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Introduction

Various techniques exist to reduce the dimensional-
ity of large sets of points. PCA is frequently used to
linearly transform data by identifying the principal
components in the direction of the largest variance
in the data. PCA falls short trying to tease struc-
ture out of non-trivial high-dimensional data sets.
t-SNE, a non-linear reduction method, is effective
at separating many high dimensional datasets [1].
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Figure 1: MNIST digits clustering very nicely using unsupervise
t-SNE approach

t-SNE is not well suited for on-line processing of ad-
ditional data points and the results of t-SNE are
not easily interpretable in terms of meaningful as-
pects of the original data. We introduce salient-
SNE, a parametric t-SNE approach [2], to address
these challenges.

Materials

Dataset #1: MNIST - 50,000 hand written digits
ranging from 0-9.
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Figure 2: MNIST digits datasets

Methods
Step 1: Pre-train a 1 hidden layer network
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Step 3: Interpret the salient-SNE model
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Results

U is defined using a, any source image, and b, the central image of any target class (Figure 4). The saliency
map identifies the changes to the input that are indicative of the output. Transforming a 1 to 2 (Figure 5.
top left) requires down weighting a vertical line of pixels at the center of the image while transforming a 0 to
6 (Figure 5. bottom right) requires up-weighting pixels in the center of the image.
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Figure 5: Saliency map between clusters

Figure 4: salient-SNE clusters

salient-SNE effectively clusters MNIST digits so that similar images are near each other in the mapped 2
dimensional space. The 0, 1, 2, 6, 7 and 8 clusters are separated from all other clusters. As expected, the 9
and 4 clusters are next to each other and the 3 and 5 clusters are next to each other (see Figure 4).

Training

We noticed a large improvement in the model perfor-
mance from tuning the hyperparameters. Optimal
parameters: regularization A — 0.2, hidden layers -
2, hidden units - 200,10. We performed 10000 steps
of pretraining, using the 10 hidden units as classifi-
cation logits before switching to the t-SNE loss.

Future Work

We plan to improve the saliency maps by:

= Reduce noise using ensemble models

= Utilizing integrated gradients

We will apply salient-SNE to single cell RNAseq
data [3].

1SNE_2

ISNE_1

Figure 6: Single cell RNAseq effectively clusters using t-SNE
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