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INTRODUCTION

About 75% of the 1.5 billion English speakers in the
world are English as a Foreign Language (EFL)
speakers.l"l Many EFL speakers cannot effectively
communicate due to heavily accented speech.

We aimed to apply neural style transfer to make
accented English sound like native American English.

We first trained a convolutional neural network (CNN)
on a binary classification task (‘native” vs
“non-native”). Classification performance on Indian
accents vs native US/Canadian accents achieved
99.2% accuracy on training data.

The trained CNN network was then used in neural
style transfer, with a non-native accent clip as the
“content” using activations from earlier layers and a
US accent clip as the “style” using activations from
later layers. The CNN classifier was able to classify
the generated spectrograms as “native” despite the
generated audio sounding like white noise.

RELATED WORK
Neural style transfer@ often  [EEsegs
applied to images, combines
“content” and “style” inputs to
generate a new image. It has
been applied to spectrograms
of audio, e.g. to transform the
timbre and bandwidth of
musical instruments.?!
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DATA

We used speech samples from
CMU_Arctic®  specifically Indian
accents (labeled 0) vs. native US
and Canadian accents (labeled 1). -
Wav files were processed into - =
spectrograms of non-overlapping =

500 ms clips via STFT, yielding a =

total of 92k spectrograms. o

Plots of processed
spectrograms.

ACCENT CLASSIFICATION
Our accent classifier used a convolutional neural

network (CNN) architecture with 10 convolutional
layers followed by a fully connected layer, with a

cross-entropy cost function.
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Architecture of CNN used for accent classification.
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NEURAL ACCENT TRANSFER

We applied the neural style transfer algorithm
developed by Gatys et al.@ using the parameters
learned during the training of our classifier CNN. The
activations of the early layers represent the structure
(content) of the spectrograms, while the deeper
layers represent the style (accent).

To generate a spectrogram G of non-native speech
transferred to a native accent, we minimized:”!
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An Indian accented clip was used as the content
input C, and a native US accented clip was used as
the style input S. We initialized G as C with added
white noise. The generated audio was reconstructed
from the generated spectrogram G by using an
inverse short-time Fourier transform (ISTFT).

RESULTS

Accent Classification Network

Our training set consisted of 82k examples, and our
test and dev sets consisted of 5k examples each.

Performance improved when the CNN was deepened
from 2, to 5, then finally to 10 convolutional layers.

After 20 training epochs, classifier
performance was very good:

Predicted:
True: Non-N Native
Non-N | 1945 59
Native 51

e Accuracy on train set: 99.2%
e Accuracy on test set: 97.8%
e Precision on test set: 98.1%
e Recall on test set: 98.3%

Training the model beyond 20 epochs was found to
produce little or no improvement.

Confusion matrix on test set.

Neural Accent Transfer Network
Initial attempts using the If & & &8 ¢ E
CNN trained on our accent 3
classification task *
generated  spectrograms

that appeared as noise with .
no visible shape or content.

We switched to using a
pretrained VGG-19 network,
generating spectrograms

Neural Accent Transfer of English Speech

DISCUSSION

Classifier performance was very good, consistent
with our subjective evaluation that humans can
perform nearly perfectly on the classification task.
Capturing the “content” and “style” of our data was
not as straightforward as it often is with images.

e The classifier performed nearly as well with
significantly fewer layers (e.g. 5 instead of 10), so
perhaps later layers did not provide additional
feature information, thus hampering style transfer.

e The generated spectrograms were classified as

“native” by our original classifier, indicating that

style transfer took place.

Generated audio sounds garbled with no discernible

speech sounds, perhaps partially due to the

difficulty  of  reconstructing audio  from
spectrograms since phase information was lost.

FUTURE WORK

Expand classifier and style transfer to multiple

non-native accents, not just Indian accents.

Experiment with other loss function terms to more

accurately capture content and style features.

Experiment with other NN architectures.

e Use a Generative Adversarial Network (GAN) to
generate the accent-transferred clips.

e Use more sophisticated methods of recovering

speech from spectrograms, e.g. phase recovery

using the Griffin-Lim algorithm.
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