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Text to speech (TTS) systems have Our baseline TTS model was one designed by Our model’s results proved to be quite unsatisfactory.
shown enormous advances recently due Tachibana et. al [3], which uses only Although the TTS model produced relatively high quality
to the use of deep end-to-end models. convolutions and attention, speeding up samples after being trained on just the female L Speech,
However, most of the models require training time. Text and audio encoding are fed when the discriminator and generator loss were added, the
large amounts of paired text and audio to an attention module which produces mel spectrograms diverged to essentially unintelligible speech.
data to train on. Given the difficulty in spectrograms. We added a discriminator Due to the fact that GANS are highly nonconvex, we believe
generating these labels and the vast network to the model, which used a series of that could have been a source of our problems. We report
amount of unla!oelgd _aud.io avaiI?t.)Ie, 1-D convolutions to try to distinguish between the MOS on the pretrained TTS and transferred speech.
we propose a discriminative addition to generated spectrograms and target speaker. vt son
current TTS models to transfer vocal During training, the discriminator influenced VoS [ Fem. 1k 3 e |
style to new speakers. the TTS model to produce outputs more w0 [
similar to the British male distribution, while Qau il
K still having similar contextual information.
Dataset and Features Discussion and Future Work
. Fig. TTS Model The model didn’t converge to any meaningful state.
WZOJS? detzzlrljdsrexetcinjaizj:tc ?ﬁata’ Overview Although it originally produced adequate audio samples in
. . T the distribution for the female LJ Speech speaker, when
which consists of 13,100 short audio

trying to transfer to the British male speakers, the

elips and thefreorresgonging spectrograms got noisy and produced unintelligible

K?tﬁ?&ltptt;:&:; t:vztcaf:gse; \éozcglgs;\il:)es ObJeCtlve Functions speech. We believe that the conflicting goals of the

of British male sp:eakers Foin 'the VCTK generator and context loss can be blamef:i for this, the fact

[2] dataset. The characters were input We trained the TTS model and discriminator that the generator loss has no cycle.z consistency, and t.he.

1 the mpdel a5 sinhaddings, and individually before combining. The TTS model non-convex nature Qf GAN. We believe ap approach similar

miagnittude and mel spectrograms were had context loss equal to L1 loss, binary wycleGANs [4] might prove successful in future work.
divergence loss, and guided attention loss

generated from the audio files, which

was used as the targets by the model. (described in [3]). We use standard GAN loss.
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