Action Recognition in Tennis
Using Deep Neural Networks
Vincent Chow and Ohi Dibua
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Introduction

Goal: Apply deep learning to classify videos
of players performing tennis strokes.

Example strokes: forehand, backhand, service

Dataset

- 55 players of varying skill levels

- 1980 RGB videos, sized 640 x 480
- Up to 12 classes of tennis strokes
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Discussion

Misclassified video:
1. Player performs
stroke incorrectly
2. Inconsistent background

- Small dataset fundamentally
limits achievable accuracies

-> CNN captures useful information
lost in dynamic words approach

- Example video misclassified
by both architectures on the right

- Suggests better dataset
will improve performance

Future Work

- Try feeding pose keypoints to LSTM
- Backpropagate through CNN layers
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- Gather better data and more data
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