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Motivation Models
Chinese character recognition is a challenging task. Firstly, there Ry prm——
are a lot more categories for Chinese characters than for digits and () oo () sotmax
English characters. Secondly, Chinese handwritten to printed draft I
conversion also has really high applicable value. Therefore, precise a0 o0 r
recognition of Chinese character and sentence is a really = = . 9 Ml
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For Chinese character recognition, we use offline handwritten data Simple CNN model with 6 weight layers i . -
from Institute of Automation of Chinese Academy of Sciences -
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set; HWDBI1.1tst_gnt (1.4GB) as validation set and competition_gnt Figure 7: CRNN Model[1]

(1.4GB) as test set.

A python script is written to first decode the binary data in .gnt file
using gb2312 which is the official character set of the People's
Republic of China and then convert the binary data into .png image.
Sample conversion result is shown in Figure 1:
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(CASIA). More specifically, HWDBI.1trn_gnt (5.3GB) as training | III B

Figure 5: ResNet50 Architecture [2]
Figure 4: VGG16 Architecture
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- ) ‘C)L? : iﬁ =iﬂi—% Best Performance Model——ResNet 50 on whole s After training on a small dataset, we find
‘F ;7 7 BT ERRARE dataset e 8. Ve ResNet50 outperforms VGG16 and CNN.
Figure 1: Sample Chinese Character  Figure 2: Synthetic Dataset from ResNot50 = . . And with 0.01 learning rate and sgd
preprocessing result Swordsman Training acc saszn Reshet 0 |voee i s optimizer, resnet50 performs the best.
Valdation ace. w5.19% / THpGRos  [enathi | BlsX ," The oscillation in the validation error can be
Testng ace. saar% = i Rl e / caused by the dropout or other
Figurers: ‘ResNet 50 Testingacc. | 87.31% | 72.66% - / overfitting-proof methods, while the deeper

the network, the less oscillation

For Chinese Optical Character recognition, we generate our own
dataset based on a Chinese Famous Novel, Swordsman. We take
10 consecutive characters from the novel, and generate it as JPG Table 1: ResNet 50 T
file with labels. One example is shown in Figure 2. ResNet50 parameter tuning——different optimizer Table 3: ResNet vs VGG Figure 11: Ditterent model
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