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Professor Forcing applies a GAN like framework to
training RNNs. The similarity in the dynamics of the
two sampling modes leads to longer and more robust
sequences.
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