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Motivation

Model

e Stock price manipulations by “pump-and-dump” scammers involve systematic trading of stocks with
uncertain fundamentals and low daily trading volumes. A recurrent neural network (RNN) trained on
a set of time-delayed covariates relating to technical dynamics is shown to be capable of forecasting
the occurrence of these activities in the US stock markets.

e We wish to use deep learning to identify stocks which are undergoing the above situation in the
universe of US NYSE, AMEX and NASDAQ listed securities.

Data Processing

Our current model uses the daily prices, volumes, eamings per share and outstanding shares of the past
20 days to give a binary prediction of whether the stock price will increase by 50% over the next 5 days.

Since there was no available dataset that we could just simply download, we used a few popular
screening metrics to determine which covariates were most likely to be predictive of a pump-and-dump.
In total, there were 44 features that are used to predict a pump-and-dump and the features used are
prices(20 values for past 20 days), volume(20 values for past 20 days), earnings per share and
outstanding shares(including a dummy variable each for missing data). The tables below summarize the
features used.

Pump-and-dump screening metrics Base fundamental metric

We used a four-layer RNN that stores the variables of the preceding layer as context nodes.
Past units (either inputs or hidden variables) are able to interact with subsequent units despite
already having been fed-forward. The purpose of implementing such a neural network is to
allow base variables like price and volume to interact non-linearly with derivative factors such
price changes or price-earning ratios to codify more complex technical variations. Figure 1
illustrates how our RNN is structured.
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igure 2: TD-RNN hidden layers

For the hidden layers, we employ RelLu activation function to accelerate learning and avoid
vanishing gradient. Since we are solving a binary classification problem, a Softmax classifier
is used for the outcome layer to generate an predictor between 0 and 1. Mathematically, the
RNN is described as follows in Figure 2 and the loss function that we minimized is shown in
Figure 3.
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Figure 1: Structure of TD-RNN Figure 3: Loss Function

Market capitalization

Number of outstanding shares, price
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Price-to-earning ratio

Price, earnings

Earnings per share

Number of outstanding shares, earnings

Trading volume

Trading volume

Variable Data Extraction / Source
Prices: X, x3 L xB X Alpha Vantage (technical data)
Volumes: X2, X8, XD, XD Alpha Vantage (technical data)
EPS: X0 Morningstar (fundamental data)
Outstanding (, Morningstar (fundamental data)
i

Shares:

We used a logistic regression model as a baseline model and then used an RNN to improve on the baseline results. The final results that we have obtained are as
summarized

Model Loss Function Training Precision
Logistic Regression Cross Entropy 5.069% 4.000%
Logistic Regression Weighted Cross Entropy 6.711% 5.769%
TD-RNN Weighted Cross Entropy See graph below See graph below (up to 20%)
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The results obtained were not surprising. Given a weighted cross entropy loss function, we can make the cost of predicting a false positive higher, thus
improving our precision greatly. However, an improvement in precision is not sufficient for the model to be applied to a real security with huge price
movements. This is because the model may be able to predict a true positive accurately, but it gives too many false negatives. Therefore, most of the
time, the model is unable to identify other true positives that may occur and this is an area that requires further research.

In future, we would hope to complement the classification TD-RNN with a LSTM neural net model which describe the price movements for each security.
An investment decision to purchase a security can then be based on an ensemble learning combination of both models - one indicating a likelihood of a
price jump and another forecasting future prices.




