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e Added Gaussian and Poisson noise
Fig 2. Our NN Architecture
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1. Computed 15 deconvolved versions of Fig 3. Control Architecture e We attempted to incorporate a GAN
the input blurry image using Wiener into the project with the hopes that
filtering (Fig 1). Stacked them. ReSUItS the loss function could contain both

. Added original blurry image to the SSIM and an adversarial  loss
stack. Used this 16-level stack into the @ Our network provides higher PSNR component (proposed by [2])
CNN (see Fig 2) when compared to traditional Wiener We would like to investigate
. Used SSIM loss and PSNR for measure Filtering (26.1 dB vs 16.6 dB) alternative architectures and transfer
of accuracy learning as our GAN failed to learn the

4. Applied bilateral filter to output of NN . . difference between sharp and blurry
Discussion images

e Proved hypothesis that non-linear Additionally our project would benefit

Features combination of stack of from a thorough hyperparameter

simply-deconvolved versions of an search as ours was limited by the

image can form a  sharper project timeline.
reconstruction. Fig 4. Our results
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e 15 filtered images and one blurred
image each with 3 color channels
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