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Predicting

To calibrate physics-based yarn-level relaxation, | built a
neural network to predict physics-based simulation
physical parameters from a relaxed yarn configuration.
Each input is a yarn configuration, a set of ordered spline

control points that defines the yarn curves. Each output is ;
a physical parameter that we are trying to predict. :
Data :

The data came from a yarn-level cloth relaxation simulator
based on [Kaldor 2008]. The columns of the dataset Results

contain control point positions and physical parameters Train Set Train Acc Test Set Test Acc

for each relaxation. The rows contain each example.
Labelings are generated automatically. | scaled the data
to have zero-mean and unit variance.

9000 examples 91.75% 1000 examples 93.6%

Models
I used a traditional neural network architecture with 2 06 Training Prediction Eror . Test Prediction Ervor
hidden layers with RELU activation functions and a linear &
output layer. | used an AdamOptimizer on batches of 300 01
with a learning rate of 0.005. N o h
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FV' Qﬁ * The network has successfully learned the inverse With more training examples and a deeper network, |
= relaxation of a few splines to physical parameter. The could train it to learn more physical parameters with better
Am . W’m A[[f 1] b[[} results seem to be reasonable, given an accuracy accuracy. With measurement data | could try to predict
= ORELU ( + ) threshold of <0.1. There are many more network the physical parameters of real yarn. A network would
; ] parameters than predicted physical parameters, so the also need to be constructed for each pattern, so a library
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L= ('l/( ) — 3/( >) function is feasible to learn. of networks would be required.



